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Abstract 
 

In this paper, new approach for data representation using decision diagrams in information 
systems are studied. We indicate data using binary decision diagrams and ID3-Decision tree 
learning algorithm to reduct information systems. Some algorithms are built and developed to 
refinement the process of decision making in information systems. Illustrative figures and 
examples are presented and real life application examples are given. 

 

Keywords: ID3 learning algorithm; data representations; decision making; decision diagram; 
information system. 

 

1 Introduction 
 
The approach of BDD is used for binary data representation and it is very efficient for Boolean 
function representation such that relations, relational algebra, midterms, cubes, sets, sets of sets, 
state machines, partitions, set systems, graphs, covering, tables and matrices, but it is not 
understand for non-technical people. 
 
There exist many methods to do decision analysis. Each method has its own advantages and 
disadvantages [1-17].  
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For data in an information system, the acquisition of knowledge and reasoning may involve 
vagueness, incompleteness, and granularity. In order to deal with the incomplete and vague 
information in classification, concept formulation, and data analysis, researchers have proposed 
many methods other than classical logic, for example, rough fuzzy sets [18-20], rough set theory 
and its generalizations [21-24], computing with words, granular computing, formal concept 
analysis, quotient space theory, and computational theory for linguistic dynamic systems. The 
advantage of the rough set method is that it does not need any additional information about the 
data, like probability in statistics or membership in fuzzy set theory. The main idea of applications 
of the rough theory in knowledge discovery comes from W. Ziarko work [25-30]. Many researchers 
made contributions to this theory. Applications of the rough set and fuzzy set theories can be found 
in [31-33]. 
 
We often get together decision making problems in our daily life or working surroundings. From 
time to time it is very difficult for us to make good decisions. In observe, we usually use our past 
understanding as a form of performing experiments costs time and money. Providentially, the 
developments of computer technologies and automatic learning techniques can make this easer 
and more resourceful. There exist many approaches of decision making techniques, such as 
decision trees or decision diagrams, artificial neural networks and Bayesian learning. In this 
paper, we focused on the decision diagrams especially on Binary Decision Diagram (BDD), Binary 
Decision Diagram Information System (BDDIS) and Decision Tree Learning Algorithm (DTLA)   
[34-39]. 
 

2 Decision Making Using Binary Decision Diagrams 
  
The main aim of this section is to describe how data represents by Binary Decision Diagrams 
(BDD) and how to obtain reducts using it. 
 
A BDD is a rooted , directed acyclic graph, with two sink nodes labeled by constants 0 and 1, and 
whose internal nodes has two outs. Each internal node v  is labeled by a binary variable

nixv i ,...,1,)var(  . It is two outgoing edges which are labeled by 0 and 1, and are usually 

depicted as dotted and solid lines, respectively. Let the two corresponding successor nodes of v  

be denoted by )(vlow  and )(vhigh , respectively. 

 
A BDD is ordered (OBDD) if, on all paths through the graph, the variables respect a given liner 

order nxxx  ...21  i.e., for each edge leading from a node labeled by ix  to a node labeled 

by jx , it holds that ji xx  . We can say that variable must appear in ascending order along all 

paths. 
 
Up to here, OBDD are not yet uniquely determined for each function. However, by further 
restricting the representation, a canonical form of BDDs. We observed that reduced OBDD 
(ROBDD) are a canonical representation of Boolean functions. 
 
The ROBDD representation of any function is uniquely determined (up to isomorphism), so that 
several properties (e.g. functional equivalence, constant functions, etc.) become easily testable. 
Conceptually, a reduced diagram can be interpreted as the result of the repeated application of 
three types of transformations. One reduction rule is merge equivalent leaves. This rule means use 
only one terminal label for 0 and one terminal label for 1 and redirect all lines from n to the 
respective node. 
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As we mentioned before the BDD is very efficient method for represents binary data, we will 
introduce an example from our daily life and we will try to make a reduction for container data 
using ROBDD. 
 

Example 2.1 According to Table 1 in some employee applications we want to select from 19 
applicants the good ones. To finish this selection we consider the following questions system used 
to predict whether someone will final select (Final) based on some tests in science branches 
Mathematics (Math.), Physics (Phy.), Computer skills (Comp.) and Chemistry (Chem.). 

 

Table 1. Employee information system 
 

Employee Comp. Math. Phy. Chem. Final 
a1 weak good weak weak good 
a2 good weak good weak weak 
a3 weak weak good good good 
a4 weak weak good weak weak 
a5 weak weak weak good weak 
a6 good weak weak good good 
a7 good weak weak weak good 
a8 weak good good good weak 
a9 weak good good weak weak 
a10 good good good weak good 
a11 good good weak good good 
a12 weak weak weak weak good 
a13 good good weak weak good 
a14 weak good weak good good 
a15 good weak good good good 
a16 good good good good good 

 

By using BDD we consider the attribute value good replaced by 1 and weak by 0 , Fig. 1 is the 
BDD for the data given in Table 2 using the order Comp. < Math. < Phy. < Chem. Fig. 2 is the 
simplification BDD reduction of Fig. 1. 
 

 
 

Fig. 1. BDD of employee information system 
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According to reduction algorithm we have the following reduct (Figs. 3, Fig. 4). 
 

 
 

Fig. 2. Reduction of employee information system 
 

 

 

 

Fig. 3. Core of employee system 

 

Fig. 4. Final BDD reduction of employee 
system 
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We use BDD to obtain reducts of our daily life binary data. But for the normal user, he cannot 
understand what is the meant by the final graph. So we can delete the redundant attributes from 
the table and rewrite it. By looking at the final graph the attribute Edu. can eliminated. 
 

3 Decision Making Using BDDIS 
 
A BDDIS has one or more root nodes each unique root node has a sub-tree that may share nodes 
with other objects and represents one or more indiscernible objects. The level root containing 

nodes which is defined as the object-top level; a top level element is referenced by UxxT ,)( .  

 
The following information system can be represented by BDDIS using object-top level. 

 
Table 2. BDD information system 

 
U  a b c d 
u1 13 25 35 26 
u2 13 25 17 18 
u3 12 36 17 47 
u4 12 36 17 47 

 
The following diagram represents the data in Table 2 using BDDIS (Fig. 5). 
 

 
 

Fig. 5. Object top-levels of Table 2 
 
Each column within the information system is represented by a path composed of a unique series 

of ol  and /or ih  branches arriving at attribute top level node. 

 

In Fig. 5 the first column of Table 2 is represented by the path oo ll  , the second column is 

represented by the path io hl  and the third is represented by the path oi lh  . Each node is 

labeled with xln  for level number n  and node number x . 
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Two methods can be taken to reduce the size of the BDDIS. One can reduce the BDDIS by 
applying the ROBDD rules described before. Alternatively, one can create the BDDIS using a 

coded information system in which each attribute value aV  of the original information system is 

coded to value aVkk  ,1,...,2,1,0 ; here each unique coded value represents a unique 

attribute values.  
 

We can reduce the data of Table 2 by using the coded method. The corresponding coded data is 
given in Table 3. 

 
Table 3. Coded information system of Table 2 

 
U  a b c d 
u1 0 0 0 0 
u2 0 0 1 1 
u3 2 2 1 2 
u4 2 2 1 2 

 
We can represent the coded table by attribute top level using BDDIS. By make a coded table we 
observe that the attribute values of attribute a is the same for the attribute value for attribute b, 
then we can represent BDDIS without attribute b. the reduced graph of the coded data is shown in 
Fig. 6. 
 

 
 

Fig. 6. Reduced graph of coded data in Table 3 
 

4 New Approach for Decision Making Using Decision Trees 
 
A decision tree (DT) is a tree in which each branch node represents a choice between a number of 
alternatives, and each leaf node represents a decision. Decision tree is commonly used for gaining 
information for the purpose of decision making. DT starts with a root node on which it is for users 
to take actions. From this node, users split each node recursively according to DT in which each 
branch represents a possible scenario of decision and its outcome. 

     

4.1 Decision Tree Learning Algorithm: 
 

function DECISION –TREE-LEARNING (examples, attributes, default) 
               returns a decision tree 
inputs: examples, set of examples, attributes, set of attributes 

          Default, default value for the goal predicate 
If (examples is empty) then return default 

else if (all examples have the same classification ) then return the classification. 
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else if (attributes is empty) then return MAJORITY-VALUE(examples) 
else 
bestCHOOSE-ATTRIBUTE( attributes, examples) 
tree a new decision tree with root test best 

for each value iv of best do 

example is {elements of examples with best = iv } 

subtree DECISION-TREE-LEARNING(example is , attributes- best,  

MAJORITY-VALUE(examples) add a branch to tree with label iv and subtree sub-tree.  

end 
 

5 Remarks about ID3-decision Tree Learning Algorithm 
  
J. R. Quinlan in [40-43] have been developed Interactive Dichotomize 3 (ID3) algorithm for a 
simple decision tree learning by based on the concept learning system (CLS) algorithm. It builds 
the decision tree from some fixed or famous figurative data in order to classify them and foresee 
the classification of new data. The data must have more than a few attributes with different values, 
this data also has to belong to varied predefined separate classes (i.e., yes/no). 
 
The entropy measure is defined as follows: 
 

)(log)(log)( 22
1





   iii

N

i
i ppppSH  where 


ip  is the ratio of the positive examples 

S  with respect to the set of all examples S  i.e., SSpi
  . And 


ip  is the ratio of the 

negative examples 
S  with respect to the set of all examples S  i.e., SSpi

  , where S  

is the cardinality of S . 
 

For example, we assume that a sample set S  has 14 members altogether ( 14S ), including 9 

positive ( 9S  ) and 5 negative examples. Then the entropy of S is: 

 

94.0)145(log145)149(log)149()( 22 SH . 

 
Below we discuss the entropy in the special case of the Boolean classification. 
  

 If all the members of a set S  belong to the identical kind (have the same decision value), 
then the entropy is null. That means that there is no classification uncertainty. 

 If the number of the positive examples equals to the number of the negative examples, then 
entropy takes its maximum value. In this case, the classification uncertainty is maximum. 

 
These results express separately that the same set has no uncertainty (the decision is clear); or it 
is 100% uncertain for decision making. If the number of positive examples is not equal to the 
number of the negative examples, then the value of entropy is measured between 0 and 1. 
 
To carry on the attribute expansion, which is based on the data of this sample set, we must define 
a standard measure called information gain. An information gain of an attribute is the final 
information content, which is a result of the reduction of the sample set entropy after using this 
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attribute to divide the sample set. The definition of the information gain of an attribute a  relates to 

the sample set S  is: 
 

)()(),( vHSSSHaSG
aVv

v  


, where },)(:{ aav VvvxVSxS  and )(vH is 

the entropy of the a attribute value v . 
 
Example 5.1 In this example, people decide to go to city patch or stay at home according to the 
weather (w ={Hot (w1),Mild (w2),Cool (w3)}), rain (r = {Strong (r1), Weak (r2)}) and traffic (t={Long 

(t1), Short (t2)}) situation as shown in Table 4. Just like Table 5, the set },...,{ 141 ssS  contains in 

total 14 examples (9 positive decisions and 5 negative ones). We can calculate the information 
gain of the attribute r as follows: 
 

)1(146)2(148)(),( rHrHSHrSG  , where  

)82(log82)86(log86)2( 22 rH  and )63(log63)63(log63)1( 22 rH . 

Then 048.0),( rSG . 

 
Table 4. Weather information system 

 
S w r t Decision 
s1 w1 r2 t1 No 
s2 w1 r1 t1 No 
s3 w1 r2 t1 Yes 
s4 w2 r2 t1 Yes 
s5 w3 r2 t2 Yes 
s6 w3 r1 t2 No 
s7 w3 r1 t2 Yes 
s8 w2 r2 t1 No 
s9 w3 r2 t2 Yes 
s10 w2 r2 t2 Yes 
s11 w2 r1 t2 Yes 
s12 w2 r1 t1 Yes 
s13 w1 r2 t2 Yes 
s14 w2 r1 t1 No 

   
Using the same principle, we can calculate the information gain to the remaining attributes and we 

have: 029.0),( wSG  and 94.0),( tSG . 

 
As a result, we may choose the attribute of highest information gain to used to expand the tree. 
We consider the attribute traffic as the root for the decision tree (Fig. 7). 
 
From Fig. 7 and using ID3 algorithm the following rules will be generated: 
 

 If t is long and r is strong then people will choose to stay at home. 
 If t is long and r is weak then people will choose to go to city patch. In logical form  

),()2,()1,( Nopatchcitytogorrtt  . 

 If t is short and w is hot then people will choose to go to city patch. In logical form  

),()1,()2,( Yespatchcitytogowwtt  . 



 
 
 

Salama; BJMCS, 8(6): 418-432, 2015; Article no.BJMCS.2015.175 
 
 
 

426 
 
 

 If t is short and w is cool then people will choose to go to city patch. In logical form

),()3,()2,( Yespatchcitytogowwtt  . 

 If t is short and w is mild then people will choose to stay at home. In logical form 

),()2,()2,( Nopatchcitytogowwtt  . 

 

 
 

Fig. 7. Reduced graph of weather information system 
 
In order to extend decision tree induction to a wider variety of problems, a number of issues must 
be addressed such as: 
 
 Missing data: In many domains not all the attribute values will be known for every example. 

The values may not have been recorded, or they may be to expensive to obtain. First, given 
a complete decision tree, how should one classify an object that is missing one of the test 
attributes? 

 Multi-valued attributes: When an attribute has a large number of possible values, the 
information gain measure gives an inappropriate indication of the attribute's usefulness.  

 Multi-valued data: The multi-valued data is a generalization for a single valued one, when an 
attribute value has a number of valued. How we can represent this problem by the decision 
tree and how the information gain measure this case is an open problem. 

 Continuous valued attributes: Attributes such height and weight have a large or infinite set of 
possible values. They are therefore not well-suited for decision tree learning algorithm. 

 

We introduce the following example which studying the above cases. 
 

Example 5.2 In this example, a company need some employees. It decided to accept the person if 
it has some languages, some scientific degrees, experience and background knowledge according 
to Table 5. 

 

Table 5. Multi-valued information system 
 

Person Language Degree Experience Background Decision 
P1 {F,D} {Bs, Ms, PhD} Medium Excellent Accept 
P2 {H,R} {Bs} Low Neutral Reject 
P3 {F,D,S} {Bs, Ms} Low Good Reject 
P4 {F} {Bs, Ms} High Neutral Accept 
P5 {D} {Bs} Medium Neutral Reject 
P6 {F,D} {Bs, Ms} High Excellent Accept 
P7 {H,R} {Bs} High Good Accept 

r2   
  w3    w2    w1    

t2 

r1   

t1  

t 

r 

Yes 

w  

No No Yes    Yes    
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From the above table, },,,,,,{ 7654321 PPPPPPPS   is the set of examples. The set {Language, 

Degree, Experience, Background} is the condition attributes of the company and Decision is the 
decision attribute. The attribute Language has the value set {F, D, H, R, S} which is some 

languages in symbolic },,,,{ SRHDFVlanguage  . Also }.,,{deg DPhMsBsV ree  , 

},,{exp highmediumlowV erience   and },,{ excellentgoodneutralVbackground  . 

 
Now, we need to represent this problem by using DTLA. If we consider the attribute values {F,D} of 
the attribute Language as a separately attribute value we can apply DTLA easily but the result is 
not good where we take more than one attribute value in the same class. 
 

The entropy for the set S of all persons ( S  contains 4 positive examples and 3 negative 
examples) is: 
 

985.0)73(log73)74(log74)( 22 SH  

 
Then the information gain of each attribute is: 
 

69928.02857.0985.0})({71

})({71}),,({71}),({72}),({72)(),(





DH

FHSDFHRHHDFHSHlanguageSG

19789.0)]31(log31)32(log32[73985.0}),({73})({73

}).,,({71)()deg,(

22 



MsBsHBsH

DPhMsBsHSHreeSG
 

69928.0)(73)(72)(72)()exp,(  highHlowHmediumHSHerianceSG  

3.0)(73)(73)(72)(),(  goodHneatralHexcellantHSHbackgroundSG . 

 
MID3 Algorithm: 
 

function MID3 (examples, attributes, default) 
               returns a decision tree 
inputs: examples, set of examples, attributes, set of attributes 
            Default, default value for the goal predicate 
if (examples is empty) then return default 
else if (all examples have the same classification ) then return the classification. 
else if (attributes is empty) then return MAJORITY-VALUE(examples) 
else 
do{ 
if (the attribute values have multi-valued) then  
{ classify the attribute values into sub-classes} 
bestCHOOSE-ATTRIBUTE( attributes, examples) 
tree a new decision tree with root test best 

for each value iv of best do 

example is {elements of examples with best = iv } 

subtree MID3(examples is , attributes-best, MAJORITY-VALUE(examples) add a branch to 

tree with label iv and subtree sub-tree}//end do 

end 
return tree 
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According to this algorithm Table 5 can then transformed into Table 6. 
 

By applying the Multi-valued ID3 (MID3) algorithm for the above table then the information gain is 

given as: 
1801.0234331977.0299.0985.0)(232)(232)(232

)(238)(239)(),(





SHRHHH

DHFHpersonsHlanguageSG
 

 

805.0)(238)(238)(237)()exp,(  highHlowHmediumHpersonsHerianceSG  

49.0)(238)(235)(2310)(),(  goodHneutralHexcellentHpersonsHbackgroundSG
 

The attribute experience is of highest value of information gain. Then we take it as a root of our 
tree as shown in Fig. 8. 
 

Table 6. Transformed system of table 5 
 

Person Classes Language Degree Experience Background Decision 
P1 P11 F Bs Medium Excellent Accept 

P12 F Ms Medium Excellent Accept 
P13 F PhD Medium Excellent Accept 
P14 D Bs Medium Excellent Accept 
P15 D Ms Medium Excellent Accept 
P16 D PhD Medium Excellent Accept 

P2 P21 H Bs Low Neutral Reject 
P22 R Bs Low Neutral Reject 

P3 P31 F Bs Low Good Reject 
P32 F Ms Low Good Reject 
P33 D Bs Low Good Reject 
P34 D Ms Low Good Reject 
P35 S Bs Low Good Reject 
P36 S Ms Low Good Reject 

P4 P41 F Bs High Neutral Accept 
P42 F Ms High Neutral Accept 

P5 P51 D Bs Medium Neutral Reject 
P6 P61 F Bs High Excellent Accept 

P62 F Ms High Excellent Accept 
P63 D Bs High Excellent Accept 
P64 D Ms High Excellent Accept 

P7 P71 R Bs High Good Accept 
P72 H Bs High Good Accept 

 

 
Fig. 8. Reduced graph of multi-valued system of Table 5 

P1,P5    

low 

P2,P3    

medium 

P4, P6 ,P7   

high  

Experience  

Accept  Reject  

09.0)]136(log136)137(log137[2313985.0)({232

)(238)(2313)()deg,(

22 



PhDH

MsHBsHpersonsHreeSG



 
 
 

Salama; BJMCS, 8(6): 418-432, 2015; Article no.BJMCS.2015.175 
 
 
 

429 
 
 

From the last decision tree we can deduce the following decision rules for the company example: 
 
 The persons with high experience are accepted to work in the company. 
 The persons with low experience are rejected to work in the company. 
 The persons with medium experience and with excellent background are accepted to work in 

the company. 
 The persons with medium experience and with neutral background are rejected to work in 

the company. 
 

6 Conclusion and Future works  
 
Decision trees are also a popular form of classification models. It is well known that classical trees 
lack the ability of modeling vagueness. By connecting fuzzy systems [44] and classical decision 
trees, we try to achieve classifiers that can model vagueness and are comprehensible. A popular 
and particularly efficient method for making a decision tree for classification from symbolic data is 
ID3 algorithm. Revised algorithms for numerical data have been proposed, some of which divide a 
numerical range into several intervals or fuzzy intervals. Their decision trees, however, are not 
easy to understand. In this work we proposed a new version of ID3 algorithm to generate a 
understandable fuzzy decision tree using fuzzy sets is fuzzy ID3. 
 
In the near future we will generalize the approach of decision tree using topological rough sets 
[45,46] and topological fuzzy sets [47]. These approaches will discover new approximation class in 
information trees. 
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