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ABSTRACT 
 

This paper investigates the potential of AI to identify gender biases in recruitment for senior 
management positions in businesses, dealing with many documents. It aims to unravel the impact 
of gender biases in job advertisements as a possible reason behind the underrepresentation of 
women in the corporate world. An innovative experiment that extracts and analyses 2.198 job offers 
published in February and September 2021 in the Financial Times newspaper is presented. Natural 
language techniques are used. These methods identify the most frequent terms and their 
appearance rate in the advertisements showing the gender biases they generate. By enabling the 
analysis of many documents, the method allows the accurate identification of gender biases. This 
use is unique in management studies. The results show a strong co-occurrence of terms associated 
with male roles in the studied sectors. The concept of agentic-communal role differentiation, rooted 
in the Identity, homosocial, and TM-TM theories, supports the findings. This knowledge will 
contribute to using NLP to discover gender biases in recruitment for high decision-making positions 
proposing action to improve the present situation. Should more women ascend to decision-making 
positions, selection processes should be improved to reflect a more neutral language. At the same 
time, cultural changes should be promoted in the corporate world toward more inclusive 
workplaces. 
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1. INTRODUCTION 
 

In recent decades, there has been a cultural 
change in the corporate world regarding gender 
equality, characterized by the significant increase 
in the number of women who have received 
professional training to enter and develop their 
careers. This cultural change has led society to 
demand businesses greater social responsibility 
and, consequently, changes in the legal 
framework through laws and measures aimed at 
achieving real and effective equality between 
women and men. 
 

Despite the progress that has been made, there 
are still areas for improvement to guarantee 
effective equal opportunities. The fact that 
women face more obstacles in reaching 
decision-making positions in the case of 
selection and recruitment processes, is due to 
multiple factors. Most have to do with sexist 
prejudices related to gender stereotypes and 
biases leading to discrimination [1,2]. 
 

All considered, gender biases in recruitment 
remain an issue for society and the economy. 
Social fairness and equity are harmed, but 
innovation, diversity, and economic growth also 
suffer. By recognizing and addressing the 
negative influence of these biases, businesses 
can cultivate inclusive environments that will 
benefit both society and the individual. 
 

Job postings are the first step for recruitment 
and, thus, the door to these potential biases. Job 
posting for high decision-making positions can 
vary depending on the industry and the specific 
job role. However, there are some elements that 
are common. Specifically, stereotypes persevere 
in the frequent gendered language, trait 
emphasis, and biased requirements of job 
postings.  
 

AI can play a decisive role in identifying gender 
biases by dealing with a great source of 
documents. NLP techniques can analyse terms 
and sets of words to identify the language and 
traits associated with managerial positions and 
then compare how those traits are associated 
with gender. These techniques place 
themselves, therefore, as important and 
innovative in the path to improve diversity in 
recruitment. 
 

As the requirements are listed, male candidates 
may find more advantages in certain 

qualifications. Aspects unrelated to performance, 
such as high emphasis on leadership style, 
previous job title, or years of experience, benefit 
male applicants more [3]. The job title may 
include words like "Director," "Vice President," 
"Manager," or "Executive," depending on the 
level of the position. It will likely list the key 
responsibilities and duties of the position, which 
include making critical decisions that impact the 
organization's strategy and direction, developing 
and implementing plans to achieve specific 
goals, managing budgets and resources, and 
leading teams.  
 
In the context of this research, Social Identity 
Theory, Homosocial, and the TM-TM theories 
can be applied to explore how job postings´ 
wording may influence recruitment processes for 
high decision-making positions.  
 
This paper aims to unravel the impact of gender 
biases in job advertisements as a possible 
reason behind the underrepresentation of women 
in the corporate world. The main objective is, 
thus, if the effectiveness of using NLP techniques 
adds a new dimension to identifying gender 
biases from job postings.  
 
The rest of the paper is sorted into four different 
sections. In the first section, we present the 
theoretical background that supports the 
development of the hypothesis. I explain the 
main concepts and theories that may apply to 
identify biases in job advertisements.  
 
The methods and analyses follow right after in 
the third section. In the analyses, I use 
vectorization techniques to reduce documents to 
the vector of words; frequency technique, a 
metric in the field of information retrieval (IR), 
which weights the frequency of occurrence of 
each term found considering the whole set of 
documents of the job postings, and the 
Silhouette method to make homogenous clusters 
of documents. We then use the Semantic 
distance of each cluster to words indicating male 
or female roles, following a traditional agentic 
versus the communal list of terms. 
 
In the findings and discussion section, I 
summarize key findings and interpret the results. 
I then discuss the implications, strengths, and 
limitations of the study. In the conclusion section, 
I explain how NLP can identify gender biases 
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and contribute to gender equality in 
organizations. 
 

2. CONCEPTS, THEORIES, AND 
HYPOTHESES 

 
In this paper, I study gender biases in job 
offerings by applying NLP techniques. This 
section clarifies concepts and theories that may 
contribute to discussing the effectiveness of NLP 
techniques and the extent to which they can 
contribute to identifying gender biases in job 
postings. 
 
I then present the impact of gender biases in job 
postings in high decision-making positions and 
their impact on diversity in recruitment methods. 
The concepts of Communal and Agentic Roles 
and Values are presented to understand how the 
use of gendered language may reduce and may 
have an impact, on enduring gender segregation 
in the workplace. Hypotheses are then 
presented, and theories are to explain how and 
to what extent gendered language impacts 
selection processes. 
 

2.1 Natural Language Processing, Text 
Classification, Soft Computing 
Techniques: Its Use and Limitations 
in Recruitment 

 
Natural Language Processing (NLP) can be 
defined as a subfield of artificial intelligence that 
focuses on the interaction between natural 
human language and computer systems. It 
involves developing algorithms and models that 
can analyse, understand, and generate human 
language in a way that is useful to detect gender 
biases and process a large quantity of data.  
 
The ability to screen large quantities of 
information is a strength of the automated DS 
systems that can make selection processes more 
time-efficient [4]. There is, therefore, an 
increasing interest in using automated decision 
support in personnel selection [5]. 
 
In addition to that, HR managers could benefit 
from automated tools in selection without the 
need to be exposed to negative perceptions by 
important stakeholders [6]. 
 
Various NLP techniques and algorithms, such as 
machine learning algorithms and lexical analysis, 
can be used to analyse and generate natural 
languages [7]. If they are robust, generalizable, 

and can handle variation and ambiguity, they 
may be used to analyse the language used in job 
postings. Providers of AI-based personnel 
selection solutions commonly market their 
systems in a way that highlights the potential for 
less bias in personnel selection when 
organizations use their systems [8].  
 
However, several authors maintain that more 
evidence that such systems can prevent bias is 
still needed. According to research, it might be 
necessary to train decision-makers on 
challenges when relying on automated systems 
[9]. This training becomes crucial if human 
decision-makers are responsible for overseeing 
AI-based systems in the selection, as proposed 
in current drafts for legislation on AI (e.g., the 
European AI Act). A working definition of biased 
systems can be explained as “computer systems 
that systematically and unfairly discriminate 
against certain individuals or groups of 
individuals in favour of others” [10]. Additionally, 
it has been pointed out that the modes of 
algorithmic knowledge production through 
categorization and classification are needed to 
better understand their workings and the 
resulting biases [11]. 
 
Bohnet presented that behavioural design could 
be used to reduce gender biases in job postings 
[12]. She suggested that AI and NLP could 
replace gendered wording, improving more 
neutral job posting advertisements. Additionally, 
a methodology was developed to remove gender 
stereotypes from word embeddings [13], a 
natural language processing technique that 
reduces the mathematical dimensionality of 
words or phrases’ representations and thus 
makes them easier to process computationally. 
Fairness criteria like demographic parity [14] and 
equal opportunity [15] prohibit discrimination 
against protected attributes on a statistical level 
in the internal model of an algorithm, avoiding, 
thus, redundantly encoding. A study in 2018 
provided a demonstration that AI algorithms can 
identify biases in texts using word embedding to 
analyse gender and ethnic biases in different 
types of texts, including job postings [16]. Garg 
showed that biases had decreased substantially, 
but some persist.  
 
Recently, researchers sustained that soft 
computing techniques, such as fuzzy logic and 
neural networks, can be used to analyse and 
classify natural language data and, thus, to 
detect biases in automated systems. Like NLP, 
soft computing techniques and text classification 
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can also be employed to boost equity and 
identify biases in automated systems due to their 
ability to organize and analyse natural language 
data. If these systems were to apply bias-aware 
algorithms to examine training data for biases 
and attempt to lessen them, they could be 
executed to avert system bias [17]. 
 

By using NLP techniques to analyse the 
language used in job postings, it may be possible 
to identify patterns of gendered language. 
Moreover, by implementing a bias-aware 
learning algorithm that explicitly considers the 
potential biases in the training data and attempts 
to mitigate them, it can be testes whether these 
patterns have a positive impact on the gender 
composition of job applicants. I, therefore, 
hypothesize as follows: 
 

2.2.1 Hypothesis 1 
 

NLP techniques in recruitment processes for high 
decision-making positions are helpful in 
identifying gender biases, and potentially 
increase a more diverse pool of candidates. 
 

2.2 Gender Biases in Job Postings and 
Theories 

 

The literature on gender has traditionally 
identified gender biases in job postings and their 
consequences for high decision-making 
positions. I present here the theories that further 
explain the consequences of these biases on 
women´s careers.  
 

Gender differences in the linguistic style of every 
day have been extensively researched [18,19]. 
Women use a more communal style of speech 
than men [20,21,22] and make more references 
to social and emotional words [23].  
 

Despite progress toward gender equality at work 
in recent years, gender segregation and clear 
gender differences in labour market outcomes 
persist [24]. The hiring process is critical in 
addressing gender inequality [25]. Ibarra and 
others explore the impact of gender-exclusive 
language in job postings on women's feelings of 
belonging and interest in applying for high 
decision-making positions [26,27]. Stout and 
Dasgupta posit that gender biases in job postings 
for high decision-making positions include the 
underrepresentation of women in leadership 
roles, perpetuating gender stereotypes, self-
selection out of opportunities, and gender 
inequality in the workplace [28]. 
 
Research has provided clear evidence that job 
postings, explicitly and implicitly, signal 

employers’ preferences for certain types of 
candidates, which may lead to potential gender 
biases. There is an indication that the language 
and wording used in UK STEM job 
advertisements are biased toward a masculine 
orientation [29]; and even that there is a positive 
association between male-biased job postings 
and a male-dominated STEM workforce [30].  
 

2.3 Communal and Agentic Roles and 
Values  

 

Understanding agentic and communal roles is 
crucial for recognizing and addressing gender 
stereotypes in decision-making positions and 
how job posts may be impacted. By 
acknowledging these roles and their influence on 
our perceptions, work can be done towards 
reducing gender biases. Acting ‘like men’ or 
acting ‘like women’ have been stereotypically 
introduced as agentic (male-type) and communal 
(female-type) behaviour. 
 

Eagly's Social Role Theory is particularly useful 
when aiming to understand gender bias in job 
postings [31]. Through the lens of social role 
theory, societal rules, historical circumstances, 
and cultural patterns can be studied to determine 
the impact of language and job requirements in 
career posting. In this way, it can be understood 
whether certain job postings include language 
and requirements that cater to one sex due to 
gender stereotypes. Biases may have 
consequences of deterring applicants of the 
opposite sex, therefore creating more gender 
bias. 
 

Useful for discovering gender values in job 
postings, Cejka and Eagly noted that gender 
roles are mainly created because of the 
difference in labour associated with men and 
women [32]. These different roles are connected 
to distinct characteristics. Agentic characteristics 
(traditionally associated with men) include 
competitiveness, assertiveness, and 
independence. In contrast, communal 
characteristics (traditionally associated with 
women) include cooperation, warmth, and 
nurture. This division encourages stereotypes as 
society associates agentic behaviours with men 
and communal behaviours with women [33]. 
More recently, the concept of agentic and 
communal designations in values and roles has 
gained recognition and has been employed in 
multiple areas of study, such as career 
development [34, 35]. The list of words and 
values of communal versus agentic roles and 
values is fluid. The evolution of this list 
represents the progressing comprehension of 
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gender stereotypes and their influence on 
women´s career development [36]. This is 
particularly true in occupations that are typically 
male dominated, as female applicants are less 
likely to apply due to the gendered language [37].  
 

In relation is the idea of the anticipatory sorting 
process. For example, it has been discovered 
that when women identify gender bias in a job 
posting, they may self-select themselves out of 
these positions. As happens often when women 
examine high decision-making positions. This 
idea is expanded on by Fernandez-Mateo and 
King [38], who conclude that this self-selection 
disqualification is an essential contributor to the 
lower levels of women in leadership roles and 
enduring gender segregation in the workplace. 
 

Similarly, Bohnet, argues that not only does 
gender biases in the recruitment process 
depress the number of women applying to high 
decision-making positions, but it also contributes 
to gender stereotypes, gender inequality, and a 
lack of diversity  [12]. When confronted with 
gender biases and exclusive language in a job 
posting, women interpret that they are not valued 
in these positions [28]. Therefore, they are less 
likely to apply, and consequently, there is a low 
percentage of female composition in leadership 
or executive positions. As can be predicted, 
research shows that men are attracted to roles 
with more agentic language, and women are 
attracted to roles with more communal language 
[39]. 
 

2.4 Homosocial Role Theory     
 

The theory that people of the same gender form 
bonds with others who are related to them 
regarding gender is known as homosocial role 
theory [40]. This theory provides a significant 
foundation for exploring gender bias in 
recruitment. A result of this theory in the practical 
world is the skewed hiring and promotion 
procedures and the continuance of agentic and 
communal gender vocabulary in job postings. 
Consequentially, the male-dominated high 
decision-making positions are more likely to be 
imbalanced, as women are isolated from these 
places by homosociality. The extensive effects of 
these social bonds can be seen in workplace 
power structures through gendered relationships 
and networking, with gender-exclusive social 
networks and unofficial preferences for hiring. In 
addition to the barriers presented by homosocial 
role theory, the gender stereotypes of 
management being a masculine occupation 
contribute to fewer women ascending to 

management positions or being recruited [41]. 
Ollilainen & Calasanti  [42] present a wider 
variety of values and skills in leadership, the 
perpetuation of a gendered hierarchy of 
authority, and the use of metaphors with teams. 
Holgersson's research [43] on the recruitment of 
managing directors reveals that homosociality 
can contribute to gender biases in job postings 
and hiring processes. 
 

2.5 Think-Manager Think-Male Theory 
 

The TM-TM association [44] has been one of the 
core arguments in the discussions of women´s 
empowerment in the business world. TM-TM is 
founded on a belief that effective management is 
based on ‘men-like’ or male-type values.  
 

Gender stereotypes about desired management 
qualities are linked through cyclical 
reinforcement. A study in 2001 by Schein 
expanded on this connection, as society 
associates masculine traits with necessary 
leadership traits. This overlap of characteristics 
between masculinity and leadership includes 
qualities like assertiveness, dominance, and 
decisiveness. Therefore, leadership positions 
emphasize these traits, which men identify with. 
The high percentage of men in these positions 
continues to strengthen the stereotype that these 
positions are more suited for men, and future 
posts include the same gendered language. The 
concept of the Think-Male-Think-Manager theory 
is explored more with the link between gendered 
traits and forms of leadership [45]. 
 

Managers are recruited and rewarded based on 
their capacity to act goal-driven, decision-
making, and assertively. Oppositely, ‘women-like’ 
or female-type leadership values typically refers 
to acting oriented to others and their well-being 
[46,47].  
 

The three theories of Social Theory, Think-Male-
Think-Manager Theory, and Homosocial Theory 
are relevant material for analysing gender bias in 
job recruitment. They can assist thus in the 
outcome of a basis for communal versus agentic 
language. The following Fig. 1, can be used as a 
representation of agentic and communal roles 
based on different contributions.  
 

Based on this, I hypothesize as follows:  
 

2.5.1 Hypothesis 2  
 

The co-occurrence of gendered terms in job 
postings varies within sectors. The occurrence of 
gender-biased language and masculine-coded 
terms is higher in more agentic sectors. 
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Male role agentic Female role communal 

Performance Collaborative 
Problem Responsibility 
Strategy Equality 
Decision Reputation 
Team Transparency 
Market Security 
Consumer/client Ethics 
Growth Disclosure 
Pressure Empowerment 
Power Sponsorship 
Outcome Social 
Result Justice 
Financial Sensitivity 

 
Fig. 1. Agentic and communal word comparison 

 

3. METHODS AND FINDINGS: 
EXTRACTION, PRE-PROCESSING, 
AND ANALYSIS OF INFORMATION 

 

This section provides a description of the 
methods used to analyze the job advertisements, 
specifying the role of the Bag of Words model in 
uncovering the linguistic trends within the dataset 
of the analysis. It balances technical detail with 
accessibility, ensuring that readers from various 
disciplines can grasp the methodological 
approach and its relevance to the study's 
objectives. 
 

A structured exposition delineates the analytical 
techniques employed and contextualizes their 
application within the broader objectives of the 
study, ensuring that the methodology section is 
comprehensive and coherent. It integrates the 
use of word clouds as a method for qualitative 
analysis within the framework of the research, 
providing a detailed description of the findings 
and their implications for understanding the 
composition and focus of the job advertisement 
clusters. It furthermore integrates the analysis of 
gendered language within the clusters, 
explaining the methodology employed to quantify 
the association of words with gendered values. It 
finally provides a nuanced interpretation of the 
results, situating the findings within a broader 
socio-linguistic and theoretical context. 
 

3.1. Data Description 
 

The methodology of this study was predicated on 
the systematic collection and analysis of job 
advertisements published by the Financial Times 
on two specific dates: February 28, 2021, and 
September 4, 2021. A comprehensive dataset 
was compiled from a total of 2,198 

advertisements, each meticulously catalogued 
within a purpose-built database. This database 
was structured to include the following fields for 
each advertisement: a unique identifier (ID), the 
job location, the salary range offered, the 
recruiter responsible for the hiring process, a 
URL to the full advertisement, and the 
advertisement's full text as accessed through the 
provided URL. 
 
The principal aim of this endeavor was to identify 
and analyze the prevalence and significance of 
key terms within each job offer. Such analysis is 
intended to illuminate the most frequently 
emphasized attributes or qualifications sought by 
employers.  
 

3.2 Information Processing 
 
The initial phase of data preparation involved a 
rigorous cleaning process to ensure the 
uniformity and quality of the dataset, thus 
facilitating more accurate and insightful analysis. 
Critical to this process was the removal of stop 
words -words which, though frequently occurring, 
hold minimal analytical value (e.g., "a", "the", 
"and"). This was accomplished utilizing the 
Natural Language Toolkit (NLTK) library, version 
3.5. Subsequently, a lemmatization procedure 
was implemented to consolidate variant forms of 
a word into its base or lemma form, thereby 
streamlining the dataset and enhancing the 
analytical focus on meaningful keyword 
frequencies. 
 
Punctuation was eliminated to further reduce 
noise in the textual data. The final preprocessing 
step involved the tokenization and syntactical 
parsing of the advertisement texts, selectively 
retaining nouns and adjectives for subsequent 
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analysis, resulting in a set of words as shown in 
Fig. 2. 
 

3.3 Representation Models 
 
This subsection delineates the computational 
strategies deployed to analyze the corpus of job 
advertisements, with a particular focus on 
evaluating the lexical features and thematic 
content of the advertisements. The objective is to 
elucidate the linguistic patterns underlying the job 
offers by identifying the most frequently occurring 
and contextually significant terms. This endeavor 
involves the application of several representation 
models to dissect the semantic structure and 
frequency distribution of terms within the dataset. 
 
3.3.1 Bag of words 
 
A foundational technique in the realm of 
document representation is vectorization, 
wherein textual data is transformed into 
numerical vectors that reflect the presence and 
contextual relevance of words within the 
documents. Among the various models 
leveraging this approach, the Bag of Words 
(BoW) model stands out for its simplicity and 
efficacy [48]. The BoW model disregards the 
order of words but maintains a focus on the 
frequency of their occurrences across the 
document corpus. 
 
In applying the BoW model to the dataset, each 
job advertisement is reduced to a vector 
representing the aggregate occurrence of words 
within it. This process facilitates a quantitative 
analysis of word frequencies, enabling the 

identification of the most prevalent terms across 
all job offers. Fig. 3 illustrates the outcomes of 
this analysis, showcasing the words that appear 
most frequently along with their respective 
occurrence counts: 
 
To better visualize the results, it was 
complemented with NLTK's FreqDist tool, as 
shown in Fig. 4, and with a word map or 
wordcloud [49], as shown in Fig. 5, which allows 
to better highlight the most repeated terms within 
the set of documents. 
 
As seen in Fig. 4, the ten most repeated words 
are 'experience', 'business', 'management', 
team', 'role', project', 'delivery', 'financial', 
'development' and 'client', with an incidence of 
over 600 occurrences in the total number of 
documents. 
 
3.3.2 Term frequency-inverse document 

frequency (TF_IDF) 
 
Following the application of the Bag of Words 
model, I further refined the analysis of document 
content through the implementation of the Term 
Frequency-Inverse Document Frequency (TF-
IDF) technique. This metric, foundational in the 
field of information retrieval, evaluates the 
significance of a word within a document relative 
to a corpus, effectively balancing term frequency 
against its distribution across documents [50,21]. 
The TF-IDF score increases proportionally to the 
number of times a word appears in the document 
but is offset by the frequency of the word across 
the document set, thus highlighting words that 
are more specific to a document. 

 

 
 

Fig. 2. Example of the set of words at the end of the text cleaning process 
 

 
 

Fig. 3. Most repeated words in the total number of documents, together with their rate of 
occurrence 
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Fig. 4. Result of the bag of words distribution with the Freq Dist tool 
 

 
 

Fig. 5. Representation model of the bag of words with the Wordcloud tool 
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Utilizing the NLTK library (version 3.5), I 
employed two algorithms to calculate TF-IDF 
values: 
 

• Term Frequency (TF): This component 
quantifies the prevalence of a term within a 
specific document, calculated as the ratio 
of the term's occurrence to the total 
number of terms in the document: 

 

TF(t) = Total number of terms in the document / 
Number of times term t appears in a document 
 

• Inverse Document Frequency (IDF): This 
measure assesses the overall importance 
of a term within the entire document 
corpus, inversely related to the term's 
frequency across documents:  

 

IDF(t) = loge (Total number of 
documents/Number of documents containing 
term t) 
 

The amalgamation of TF and IDF values enabled 
the identification of terms that are not only 
frequent but also pivotal within individual 
documents. This analysis allowed for the 
extraction of significant terms from each cluster, 
facilitating a comparison with results derived from 
the Bag of Words approach. 
 

3.3.3 Clustering of documents according to 
their most relevant terms 

 

Capitalizing on the insights provided by TF-IDF 
metrics, I proceeded to cluster the job 
advertisements based on the relevancy and 
frequency of terms within them. This phase 
aimed to ascertain the thematic homogeneity and 
content-based similarity across the dataset. 
Employing the TF-IDF output as a foundational 
dataset, I applied clustering algorithms to 
categorize the documents into coherent groups. 
 

The determination of an optimal cluster count 
was informed by the Silhouette method, which 
suggested a bifurcation of the dataset into two 
distinct clusters. This recommendation was 
predicated on the observed homogeneity within 
these clusters, which surpassed that of any 
alternative partitioning scheme involving a 
greater number of clusters. Fig. 6 illustrates the 
silhouette scores associated with this clustering 
decision, underscoring the methodological rigor 
and empirical basis underpinning the choice. 
 

In this case, with two clusters, the characteristics 
of each document has been reduced to the 8 

most relevant terms in its content, obtaining 1853 
documents in the main cluster and 345 in the 
second cluster, as seen in Fig. 7. 
 

To further delineate the thematic essence and 
terminological distinctiveness of each cluster 
identified within the corpus of job advertisements, 
I employed visual analytics, specifically through 
the generation of word clouds. Word clouds 
serve as an intuitive means to visualize the 
relative prominence of terms within a textual 
dataset, where the size of each term in the cloud 
is proportional to its frequency across the 
documents within a cluster. This methodological 
approach enhances the understanding of the 
predominant themes and keywords 
characterizing each cluster and aids in the 
qualitative analysis of the content's alignment 
with specific industry sectors. 
 

Fig. 8 presents the word clouds generated for 
two principal clusters derived from my analysis: 
 

• Cluster 0 (Fig. 8a): Encompassing a majority 
of the dataset with 1,853 documents, the 
word cloud for Cluster 0 reveals a broad 
spectrum of terms that are prevalent across 
the general corpus of job advertisements. 
The visualization highlights the diversity of 
skills, roles, and attributes that are commonly 
sought across a wide range of industries, 
thereby characterizing the cluster as 
encompassing a generalist view of the job 
market. 

 

Cluster 1 (Fig. 8b): In stark contrast, Cluster 1, 
comprising 354 documents, is distinctly marked 
by terminology germane to the financial sector. 
The word cloud for this cluster distinctly features 
keywords related to finance, banking, and 
investment, suggesting that the documents within 
this cluster likely represent job offers from a 
homogenous sector. The specificity of the terms 
within this visualization indicates a concentrated 
grouping of offers that share a common linguistic 
and thematic identity, underscoring the efficacy 
of the clustering process in segregating 
documents according to their content and 
contextual relevance. 
 

The utilization of word clouds as a visual 
exploration tool thus, substantiates the clustering 
analysis, providing a clear, graphical 
representation of the linguistic patterns that 
differentiate the clusters. Through this approach, 
it can be inferred the predominant themes and 
sectoral focus of the job advertisements within 
each cluster, thereby offering insightful 
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perspectives into the dynamics of the job market 
as captured through the lens of the dataset, as 
Figs. 9a and 9b show. 
 
Thus, as seen in Fig. 9a, in cluster 0 with 1853 
documents, we can see the terms that 

characterize most of the analysed offers. 
However, in Fig. 9b, with 354 documents, words 
related to the financial sector appear, which may 
correspond to a group of offers belonging to the 
same sector that use the same more specific 
terms for their definition. 

 

 
 

Fig. 6. Output of the silhouette method for different number of clusters 
 

 
 

Fig. 7. Grouping of documents according to their most relevant terms 
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Sector Nº OF documents in cluster 0 

IT/Tech 265 
Transport 431 
Financial S. 124 
Banking 346 
Others 606 

 

 
 

Sector Nº OF documents in cluster 1 

IT/Tech 18 
Transport 23 
Financial S. 168 
Banking 113 
Others 23 

 

Figs. 8a and 8b. Distribution of sectors in cluster 0 (7a) and in cluster 1 (7b) 
 

 
 

Figs. 9a and 9b. Wordclouds of the most relevant terms of the documents are contained in 
cluster 0 (8a) and in cluster 1 (8b) 
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Male role Female role 

Performance Collaborative 
Problem Responsibility 
Strategy Equality 
Decision Reputation 
Team Transparency 
Market Security 
Consumer/client Ethics 
Growth Disclosure 
Pressure Empowerment 
Power Sponsorship 
Outcome Social 
Result Justice 
Financial Sensitivity 

 
Fig. 10. Division of roles by gender 

 

 
 

Fig. 11. Clusters of terms co-occurrence with terms associated with communal (feminine) or 
agentic (masculine) values 

 

Sector Number of 
Companies 

Percentage of 
Companies 

Average Percentage 
of Female Board 
Members 

Average Percentage of 
Female CEOs 

IT/Tech 3 ~ 3% 41% 3.4% 
Transport 5 ~ 5% 41.6% 3.25% 
Financial 13 ~ 14% 44.8% 6.1% 
Banking 5 ~ 5% 41.9% 4.9% 
Others 71 ~ 73% 40.7% 3.6% 

 
Fig. 12. Results of feminization percentage of high decision-making positions by sectors in 

FTSE 100 companies 
 

3.3.4 Semantic distance of each cluster to 
words indicating male or female roles 

 
To assess the presence and potential bias 
towards gendered language within the identified 
document clusters, I applied a linguistic analysis 
grounded in the theoretical framework of 

communal versus agentic values. This 
framework, elaborated upon by scholars such as 
Eagly [31], Brownlow [20], Rudman & Phelan 
[36], Gaucher et al. (2011), and Gupta et al. 
(2018), distinguishes between language that 
conveys communal values—often stereotypically 
associated with femininity (e.g., supportive, 
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collaborative) and agentic values—typically 
linked to masculinity (e.g., competitive, 
independent). 
 
Utilizing the key terms extracted from each 
cluster (as visualized in Fig. 8), I calculated the 
semantic distance between the most relevant 
words within each cluster and a predefined list of 
terms identified as either masculine or feminine 
based on their association with communal or 
agentic values, respectively. This analysis was 
performed by evaluating the semantic similarity 
of cluster terms to each set of gender-associated 
words, thereby categorizing each term as 
'masculine' or 'feminine' according to its closest 
semantic proximity to the gendered word lists. 
 
The determination of a word's gender association 
was based solely on the maximum similarity 
score. For instance, if a given term exhibited a 
0.70 similarity to a masculine-associated word 
and 0.20 to a feminine-associated word, it was 
classified under masculine due to the higher 
score. This methodological approach allowed for 
a clear, quantitative assessment of the gendered 
language propensity within each cluster. 
 
My findings reveal a pronounced co-occurrence 
of terms aligned with masculine roles within the 
clusters. This indicates a potential skew towards 
agentic values in the language used within the 
job advertisements, suggesting an underlying 
gender bias in the portrayal of roles and 
expectations. Such a bias could reflect broader 
societal stereotypes about gender and work, as 
well as influence the attractiveness of job 
advertisements to potential applicants based on 
their gender identification. 
 
Fig. 11 shows the roles in each cluster. The 
findings evidence that there is, in both clusters, a 
strong co-occurrence of terms associated with 
agentic values. In the case of cluster 1, the co-
occurrence reaches 80%, whereas in cluster 0, 
the co-occurrence is 60%. 
 
Findings show thus that hypothesis 1 is 
supported. NLP techniques have been helpful in 
analysing many documents, and identifying the 
gendered language used in job postings. NLP 
techniques are, therefore, potentially useful for 
improving the talent pool of candidates. 
   
Hypothesis 2 is, to the contrary, not supported. 
Both clusters present a predominant use of 
agentic terms, although “others” and “transport”, 
are not specifically agentic. All sectors include 

gendered language when seeking candidates for 
high decision-making positions. Thus, the use of 
agentic terms, may not variate in different 
sectors.  
 
In addition to that, cluster 1 presents a co-
occurrence of 80% of agentic terms, representing 
345 documents, that include all 5 sectors of the 
study. In contrast, cluster 0, presents a co-
occurrence of 60% of agentic terms of 1772 
documents, which include all five sectors with 
more documents. Based on these                        
results, it cannot be concluded that more 
communal sectors, may use a more communal 
language.  
 

4. DISCUSSION 
 
Can NLP techniques be used to identify gender 
biases from job postings and improve recruitment 
diversity for high decision-making positions? 
What do the findings mean in practice? Through 
this paper, I contribute to identifying gender 
biases in job postings, even when dealing with 
extra-large samples, validating NLP techniques. I 
have also revisited the use of communal and 
agentic concepts and values in today’s 
advertisements for high decision-making 
positions.  
 
The section communicates the specific findings 
of the gendered language analysis and 
contextualizes the findings within broader 
discussions about gender, work, and 
organizational practices, using current literature. 
It offers a clear, concise explanation of the 
results while emphasizing the implications for 
inclusivity and diversity in recruitment of 
decision-making positions.  
 

4.1 Findings related to Gendered 
Language Analysis 

 
The Findings of this research into the gendered 
dimensions of linguistic expression within job 
advertisements, yielded compelling evidence of a 
pronounced bias towards agentic language. The 
linguistic bias aligns with stereotypically 
masculine values, underscoring a potential 
gendered framing of job roles and expectations. 
The analysis, predicated on the measurement of 
semantic distances between cluster-specific 
terms and established lists of gender-associated 
words, revealed a significant skew                   
towards agentic descriptors in both clusters 
examined. 
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Cluster 1 Analysis: In Cluster 1, which is 
predominantly composed of advertisements 
related to the financial sector, an overwhelming 
80% of the terms analyzed exhibited a closer 
semantic affiliation with agentic, or masculine-
associated, values. This finding suggests a 
strong inclination towards portraying roles within 
this cluster through a lens of leadership, 
competitiveness, and independence—qualities 
traditionally valorized in masculine narratives. 
 
Cluster 0 Analysis: Cluster 0, characterized by 
a broader spectrum of job advertisements, 
demonstrated a 60% co-occurrence of terms 
aligned with agentic values. While less 
pronounced than in Cluster 1, this bias towards 
masculine language indicates a general trend 
across the job market, where roles are framed in 
terms that implicitly favor agentic over communal 
attributes. 
 

4.2 Implications of Gendered Language 
Bias 

 
The evident bias towards agentic language within 
job advertisements raises important 
considerations regarding the inclusivity and 
diversity of the workplace. The predominance of 
masculine-associated terms could potentially 
deter female candidates from applying for roles 
that appear to be implicitly coded as 'masculine'. 
This effect, known as stereotype threat, may 
contribute to the perpetuation of gender 
imbalances within certain sectors or roles. 
 
Furthermore, the findings underscore the 
necessity for organizations to critically assess 
and possibly recalibrate the language used in job 
advertisements to foster a more inclusive 
recruitment strategy. By promoting a more 
balanced representation of agentic and 
communal values, employers can enhance the 
appeal of their job offers to a broader 
demographic, encouraging diversity and 
mitigating implicit gender biases. 
 
The study has its strengths, but there are also 
some limitations. Limitations of this research 
relate to the geographical context. The vacancies 
analysed correspond only to the United Kingdom, 
as it should be kept in mind that vacancies for 
top decision-making positions are not normally 
published in other countries. This is a limitation 
and a finding that reflects the potential lack of 
objectivity in the selection of decision-making 
positions even today. The fact that many of the 
positions are not published implies a potential 

barrier for the least represented sex when 
accessing the decision-making positions under 
the light of the presented theories, as discussed 
further down.  
 
The research contributes, therefore, to unravel 
the impact of gender biases in job 
advertisements as a possible reason behind the 
underrepresentation of women in the corporate 
world. 
 
In the first part, I present why gender biases 
remain a significant issue within the corporate 
world, particularly in recruitment. Multiple issues 
develop because of these biases, effectively 
harming both the businesses and the women that 
are applying to them. When women are denied, 
decision-making positions based on gender 
biases, companies engender a detrimental 
atmosphere where groupthink prevails over 
diversity and innovation [51,52]. While creation 
and productivity are stifled internally, women 
experience the institutionalization of their 
supposed insufficiency. With these rejections, 
society continues to see women as incapable of 
holding certain job titles [53]. Therefore, the 
stereotype that women are inadequate is 
reproduced. 
 
In addition to internal problems within a business, 
companies are beginning to experience higher 
social repercussions when issues like gender 
biases go unaddressed. Success is becoming 
more often awarded to organizations that 
participate in the acknowledgement of societal 
issues. In recent years, investors and customers 
have given more value to ethically responsible 
businesses [52].  
 
For example, certain languages might imply a 
specific gender based on societal norms. 
Masculine-coded language is common in 
decision-making roles, such as with the words 
“dominant” and “assertive”. This identifies the 
role more with men than with women. In contrast, 
feminine-coded words, such as “nurturing” and 
“collaborative”, call more to women. However, in 
the case of the latter example, feminine-coded 
language is less common in decision-making job 
posts. These commonplace principles, while 
seeming benign, can be rooted in gender bias. 
 
Findings reveal that words such as "pressure," 
"power," and "performance" are commonly used 
by today's corporations to describe managerial 
roles and that these words are more often 
associated with male candidates than female 
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candidates. The strong co-occurrence of terms 
associated with male roles suggests that gender 
biases and stereotypes influence the recruitment 
process, potentially underrepresenting women in 
high decision-making positions [54]. Therefore, 
NLP techniques, being able to identify these 
words in many documents, are instrumental in 
addressing gendered language. Identifying this 
gendered language helps break the traditional 
perpetuation of gender inequality in the 
workforce. Moreover, it may change the 
discouragement of women from pursuing male-
dominated roles and stop reinforcing the 
stereotype that these positions are better suited 
for men, explained by research [37]. 
 
Furthermore, research shows that challenges to 
stereotypes are necessary to advance gender 
equality across multiple cultures [41]. After 
analysing the social connection between 
masculine traits and development in women´s 
careers, it was determined that high 
management positions are associated with 
masculine characteristics in multiple countries 
and cultures. Thus, women face more obstacles 
globally when attempting to reach these 
managerial jobs. In addition to this barrier in the 
physical world, women also confront the 
psychological repercussions of low female 
representation and association in leadership. 
NLP techniques offer a new challenge to these 
stereotypes. 
 
The gendered biases identified by NLP 
techniques can help organizations to work 
further, creating more inclusive job postings by 
using gender-neutral language. Schein [41] 
similarly suggested the need for corporations to 
go through cultural changes, creating more 
inclusive workplaces. 
 
Similarly, Homosocial theory explains how 
women are kept away from high decision-making 
positions, resulting in gender imbalances in 
leadership roles [43]. The gender-exclusive 
language can convey to women that they are not 
the target of these positions, leading to their 
underrepresentation in decision-making 
positionsn [28]. 
 
If an organization's leadership is primarily male, 
they may be more likely to rely on their networks 
to fill job openings. This can lead to replicating 
existing gender biases [55]. Additionally, hiring 
managers may unconsciously favour candidates 
who are similar to themselves or whom they 
perceive as fitting in with the existing 

organizational culture, which can further 
contribute to gender biases in job postings and 
hiring processes. Education of hiring managers is 
needed to be sensitive to the need to identify 
gendered language.  
 
Social role theory encompasses a large variety of 
viewpoints attempting to realize human 
behaviour through social processes and 
organizations, highlighting the need to go over 
cultural changes able to create more diverse 
working environments. Following implications for 
organizations of job gender biases in postings, 
these may also require conditions that 
disproportionately affect one gender, such as 
long hours, that most impact women due to 
traditional caregiving roles [37]. Motherhood can 
lead to biased assessments of job applicants. 
Organizations need to recognize these biases 
and develop policies supporting working parents 
to create a diverse and inclusive work 
environment [56]. 
 
The role of cultural matching in hiring decisions is 
crucial to avoid gender biases and overcome 
limitations to diversity. By fostering a culture of 
inclusion and reducing the emphasis on cultural 
fit, organizations can promote diversity and 
ensure fairer hiring processes [57]. Exploring 
how gender stereotypes influence the hiring 
process in law firms, Gorman highlights the 
importance of organizational culture in 
overcoming gender biases and promoting 
diversity, counteract stereotypes, and creating an 
inclusive environment for all employees [58]. 
Kalev analyses the effectiveness of corporate 
affirmative action and diversity policies in 
promoting gender and racial diversity [59]. They 
suggest that organizations focus on structural 
changes, such as revising job postings and 
implementing diversity training, to create a more 
inclusive workplace culture. 
 
The first hypothesis that using NLP techniques to 
identify and remove gendered language from job 
postings could result in a more diverse pool of 
candidates and ultimately lead to more women 
being hired for high decision-making positions, is, 
therefore, positive. 
 
Though research manifests the need to continue 
overseeing potential gender biases in algorithms 
and NLP models, NLP techniques have been 
proven to recognize human biases in data [8]. 
Bohnet studied, for example, how behavioural 
design could be used to reduce gender biases in 
job postings [12]. She suggested that AI and NLP 
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could replace gendered wording, improving more 
neutral job posting advertisements. Several 
authors believe that discussions between 
computer scientists, sociologists, and 
researchers in related fields may be the solution 
for improving latent gender bias found in 
machine learning data sets and model 
predictions. Multiple studies highlight the 
importance of interdisciplinary collaboration to 
develop methods to avoid biases in machine 
learning systems [59,60,61]. 
 
AI and NLP techniques offer significant potential 
to improve recruitment methods and reduce 
gender biases in high decision-making positions. 
By leveraging these techniques, recruiters can 
ensure that the best candidates, regardless of 
gender, are selected for senior positions, leading 
to more diverse and inclusive workplaces. 
 
This research has showcased the potential of AI 
solutions to reduce discrimination within the 
selection process, regarding job postings. 
Research shows that “women are less likely than 
men to pass the initial screening phase” and that 
the management team, consciously or not, uses 
gender stereotypes when making recruitment 
decisions. Therefore, NLP techniques may be 
used, with the caution of a good definition of 
algorithms and the appropriate technique, to 
identify gender biases in big sets of information. 
They may also be used in past procedures to 
identify patterns, replying to the research 
question about the effectiveness of using NLP 
techniques to identify gender biases from job 
postings. It is, therefore, also useful to improve 
diversity in recruitment for high decision-making 
positions. 
 
Since the distribution of both clusters shows a 
strong co-occurrence of terms associated with 
male roles, (agentic terms), another key finding 
of the research, is that the eventual heavier use 
of agentic terms or values is not valid to conclude 
that companies in more agentic sectors show a 
heavier use of agentic terms. The research has 
shown that when dealing with high decision-
making positions, all sectors present a strong 
use of agentic terms, thus gendered language. 
The second hypothesis is, therefore, negative.  
 
A robustness check in 100 FTSE companies can 
be done to test further hypothesis 2. Fig. 12 
shows percentages of female presence on 
boards of the top 100 FTSE companies in 2022. 
We have sorted the results of the presence of 
women in high decision-making positions into the 

five sectors relevant to this study: IT/Tech, 
Transport, Financial, Banking, and Others. 27% 
of the top 100 companies of FTSE belong to 
these sectors. 
 
The findings show that the most agentic sectors, 
“Banking”, “Finance”, and even “IT”, have more 
presence of women on boards and more women 
CEOs as the “Others sector”, and the “Transport” 
one, as regards women CEOs.  
 
The better results, in terms of gender diversity in 
high decision-making positions of the traditional 
agentic sectors in the FTSE 100 companies of 
the UK, suggest that positive results of women's 
presence in high decision-making positions are 
linked to the culture in the corporations, as 
explained here above and other research, 
developing the used theories, has also 
evidenced. 
 
Another limitation of the research may be the 
reduced number of sectors being considered. We 
have considered many documents, 2.198 
grouped in just 5 sectors (IT/Tech; Transport; 
Financial S.; Banking; Others). New ways for 
future research could consider amplifying the 
number of sectors to validate the hypothesis. 
 
Results suggest that real differences in gender 
equality in high decision-making positions lay in 
organizations that have undergone cultural 
transformations, not so much in the nature of the 
traditional agentic values of a sector. Bohnet 
emphasizes the importance of debiasing systems 
rather than individuals, which includes analysing 
job postings for gendered language, but also 
making necessary changes to create more 
inclusive and diverse workplaces [12]. 
 
By understanding and addressing the 
relationship between gender biases in job 
postings and the need for cultural 
transformations, organizations can create diverse 
and inclusive environments that benefit all 
employees and contribute to overall success.  
 
On the other hand, non-binary genders [62] and 
other racial biases have scarcely been 
considered by NLP techniques applied to 
recruitment and should be considered in future 
work [63].  
 

5. CONCLUSIONS 
 
Is gendered language in job postings being used 
today? How may this gendered language prevent 
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an equal representation of men and women in 
high decision-making positions? How are 
communal and agentic concepts and values 
present in job postings today? Our objective was 
to explore whether NLP techniques could be 
used to discover gender bias in job postings to 
explain possible reasons behind the 
underrepresentation of women in the corporate 
world. 
 
Using an innovative experiment that extracts and 
analyses many job offers, this research has 
identified the most frequent terms and their rate 
of appearance in the advertisements, showing 
the gender bias they generated. The results 
show a strong co-occurrence of terms associated 
with male roles and the use of agentic-communal 
role differentiation. By acknowledging these roles 
and their influence on our perceptions, work can 
be done towards reducing gender biases.  
 
With the contributions of different authors to the 
research of Social Theory, Think-Male-Think-
Manager Theory, and Homosocial Theory, I have 
identified a table of terms used today relevant to 
analyse gender bias in job recruitment. These 
theories have been used to create a table for 
communal versus agentic language used in job 
postings for high decision-making positions today 
in the UK. Results showed that the use of NLP 
has been then helpful in identifying the selected 
terms in many jobs offers for discovering gender 
biases in recruitment for high decision-making 
positions.  
 
Results have also shown that the most agentic 
sectors may not eventually present the strongest 
co-occurrence of agentic terms. They are 
certainly not showing the slowest percentage of 
gender diversity in decision-making positions. 
 
Using gender neutral language in job postings 
emphasizes the diverse skills and qualities 
needed for the role, including those traditionally 
associated with women. Nevertheless, to change 
the underrepresentation of women in high 
decision-making positions, it is necessary to 
raise awareness of the critical importance of 
gender equality among the persons responsible 
for the selection processes. Moreover, 
developing policies that create a diverse and 
inclusive work environment is crucial. Improving 
recruitment methods is, therefore, a key strategy, 
which demands addressing cultural 
transformation in the organization in a 
transversal way, involving training, 
restructuration, changing cultural attitudes, 

creating diverse and inclusive environments that 
contribute to the overall success of the company, 
and the ability to attract female talent for high 
decision-making positions.  
 
Ensuring fair hiring processes requires improving 
the culture of diversity and inclusion across the 
organization horizontally. This is a question of 
social welfare and a strategic and quality factor 
for corporations to create inner value. 
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